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You’d better to know HPComputing

0 Are you confident with your future?
B Programming Is just the primary
M Big Data + Data Analytics is HOT now

»Math is absolute the key
v LA + Optimization > ML/DM

® HPC — Parallel + Distributed — is the potential skill to extend your career

domain




Scoring!

1Scores

® 100 pts

» 80 pts from projects

v" 3 times to implement the concurrent programming projects
with MPI, CUDA and MR (Hybrid)

v" 1 from your selected projects
» Weather forecasting, DL, GC (Rendering), CBIR, E-commerce,
» If distributed OS, GREAT!

» 20 pts from the paper report

v"Your choice for interesting and challenging topics

» But focusing on “Design & Implementation” better with code
analysis and documenting

>95 |A+| [>70|C
>90 |A | |=60
>80 B [i<60 E




Reports

[0 Design and Implementation
B DNS—Domainr-Name-Server

M Globus Toolkit

B Napster
M Big Data
»Hadoop, Map — Reduce
»>Zookeeper, Spark, MADIib, ... ‘*‘
»YARN, Mesos, Kubernetes ...
»HAWQ

B Tencent’s Peacock

»Peacock: Learning Long-Talil Topic Features for Industrial Applications
M Baidu's Padlepadle....




You can start now
1. Team up [£EPA]

B No more than 5 students

2. Learn the Numeric solution/Method for Heat Equation
M |'ll also introduce later
B Sequential program for HE/NM

3. Choose your framework
® MPI, CUDA/GPU, Cluster/MR

M Install and configure the programming environment
M Learn how to program on those frameworks

4. Finish the programming and other reports




NO CHEATING!

Even NOT PASSING is better than GHEATING!
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Modern Society needs more computation power

[0 To some extent, the evolution of our human depends on the
extension of our brains

¥ To imagine, l_conclude compute construct etc.




[0 Among those “skills”, computation is important, and here come
COMPUTERS
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CO0von Neumann architecture is the basis of modern computers
B With 4 generations

VYon Neumann

Memory
Machine

Input
| Arithmetic Pa
Control logic unit |~
unit lgg Vs W =—
4 LY fig from mathdl.maa.org

Processor Accumulator




Many applications needs more computation power

O With HUGE data to be processed
B Scientific computing, business applications etc.

Government-Classified Work

Government - Research

/ evere) Weather Prediction«"
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Drug Discovery &
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“Exascale” Applications at Berkeley Lab (LBNL)

Photon
Science

.- —

Genomics
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Code Text (Natural Language)

echniques behind them [% ﬁ g %J@O%«M&J

Images

[1GPGPU, MPP, Cluster, ... Data Center [ ‘ . |: J
™ They are also used in HPC, DL, etc.

itions

» 20124F, fFImageNet ILSVRC (ImageNet Large-Scale Visual Recognltlon Challenge) R, bk
f\)—~CNN (Convolutional Neural Network)#% %4 — AlexNetl — 3815 T w2, umﬂimﬂtlf’“*% (
top 5 #Hi% 1 16%, 5 44 926%) o Hm, WEEIEIREANLG I 7, AR HER .
Alex Krizhevsky, llya Sutskever, Geoffrey E. Hinton. ImageNet classification with deep convolutional
neural networks. Advances in Neural Information Processing Systems (NIPS). 2012(25): 84--90.
https://dl.acm.org/doi/10.1145/3065386.

> 20205E5H, OpenAlR AR T e B AL E SHAIGPT-3. XM RALE 1750124058, 4 EE&E
B 745 TB (L8R &)

> 20214E6 H, JbREEAS L, /ﬁﬁéﬁj—aﬁﬁiﬂﬂ% 5HAR R KA. ﬁ:%:m?%uyﬂ%, NRAT T
BYR “HEIE” TIACSEERETIRER , EARAERR, 181E2.042 H 3T Bk N R R ge s &

gL, ZAGZEHECEBELLT5/1C



https://dl.acm.org/doi/10.1145/3065386

echniques behind them

! GPGPU, MPP, Cluster, ... Data Center

IBM BlueGene/L #1 212,992 Cores

Total of 26 systems all in the Top176 Stream Processor (core)
2.6 MWatts (2600 homes) (104 racks, 104x32x32) - -
70,000 ops/s/person .. 212992 procs Musl:;e:on;:alior M Sltt.reammg
(32 Node boards, 8x8x16) 5 P URIPprOsS 880l
2048 processors c Registers Registers
-
Node Board = 2’ I SP, SP, SP, SP,
(32 chips, 4x4x2) =] -
16 Compute Cards = 8
64 processogg - »8 | SPy., SPy.4 | SPy., | | SPy.4 |
Compute Card - o
(2 chips, 2x1x1) 180/360 TF/s _ % | Shared Memory | | Shared Memory |
4 prgcessors 32 TB DDR =
Chip GPU -g_
(2 processors) ) © $ SM, SMy.4 ¢
" 02§$’B7DT5§' Full system total of 15
90/180 GF/s ' 131,072 processors L1 & L2 Cache
16 GB DDR $ ¢
2 55000 5.6/11.2 GF/s
.8/5. s
4 MB (cache) 168 B “Fastest Computer” Global Memory
BG/L 700 MHz 213K proc
The compute node ASICs include all networking and processor functionality. 104 racks ¢ ¢

Each compute ASIC includes two 32-bit superscalar PowerPC 440 embedded Peak: 596 Tflop/s
/ cores (note that L1 cache coherence is not maintained between these cores). 4

(20.7K sec about 5.7hours; n=2.5M) S:gfa;':.’( 498 Tflop/s 12 Host Memory (RAM)




Machine learnind demands more computing
300,000x increase from 2011 (AlexNet) to 2018 (AlphaGoZero)

10,000
ExaFLOPs for one D
aFLOPs for one ay e AlphaGo Zero
1,000
e AlphaZero
100 e Neural Machine Translation
f=) e Neural Architecture Search
-
c 10
= e Xception o TI7 Dota 1vi
E
g 1
©
O VGG e DeepSpeech2
. 1 ®Seq2Se e ResNets
3 = From 2011-2017 the
o)
= o ® GoogleNet fastest Top500
= ' e AlexNet ® Visualizing and Understanding Conv Nets machine grew < 10x
= e Dropout
.001
.0001
eDQN
.00001
2013 2014 2015 2016 2017 2018 2019

https://blog.openai.com/ai-and-compute/
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Making the System Stable under the Peak Flow of 11.11

Making the System Stable under the Peak Flow of 11.11
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Google advertising revenue

Total Ad Revenue
Q2 2020: $29.98
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S308
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$08
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Annual Ad Revenue Growth
8.4%
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2018 2019
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https://tech.sina.com.cn/i/2019-12-04/doc-iihnzhfz3490699.shtml



http://tech.sina.com.cn/csj/2020-07-31/doc-iivhuipn6034442.shtml
https://tech.sina.com.cn/i/2019-12-04/doc-iihnzhfz3490699.shtml

OB ESHEATE S5 EBAIRLarge Scale Computing

Strategic Feedback Loop
External Factors =

Brand Health &
Consumer

Business & Brand
Value

Business Planning Advertising Strategic
Planning

=
<

e.g., Business
Objectives, Short &
Long-term KPI’s

SHIOMIDN

Advertising Tactical Revenue, Sales &

auidu3
Suisiuanpy
jeuoneindwo)

sa1dojouyda] Suis|lPAPY

Execution Profitability
¥,
\
Internal Factors Consumer
e.g., Financial Beh? viors,
Actions &

Objectives,
Organizational
Competencigs

Interactions

Consumer

Profiles, Media
Audiences, &
Context

Brand & Curated
Content in
Multiple Formats

Tactical Feedback Loop




OB ESHEATE S5 EBAIRLarge Scale Computing
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https://blog.csdn.net/VariableX/article/details/108887709

O/E

g B NHAEERIIEITE” [HPC, DL, Business platform system, CloudB2&&i]
> 8N - BRIEHEECRSTR), DL, HEKMYE (Google, Amazon, Alibaba, MeiTuan, ...)
O BfikRs
B HAEFERBYEEF — Divide & Conquer, Model & Challenges, PCAM, Data/Task, ...
- REFRATTE

B ETINE
> B — B COHIERI3/N 5 2 — Shared/Unshared Memory, Hybrid
> RIS — 1N, Modern OS, Distributed Job Scheduler, GTMZE
O SRS
B OpenMP, MPI, CUDA (DLEYSEER), Big Data FFRYMR/SparkZE (R K fEBig Data SDKZ _HI%%
g, KEBEASHNBNEIE—EE7)
0 RRK R — BEMFEAEICH
B FORBURAREEY
= s
B RFE5E (HTAPS)
» Flink, ClickHouse, MaxCompute, ELK ...



Some Particularly Challenging Computations

] Science

Global climate modeling

Biology: genomics; protein folding; drug design
Astrophysical modeling

Computational Chemistry

Computational Material Sciences and Nanosciences

O Engineering

Semiconductor design

Earthquake and structural modeling
Computation fluid dynamics (airplane design)
Combustion (engine design)

Crash simulation

CdBusiness

B Financial and economic modeling
M Transaction processing, web services and search engines

] Defense

B Nuclear weapons -- test by simulations




SDSC: San Diego Supercomputer Center
SAC: Strategic Applications Collaborations

[0 Modeling Galaxy Dynamics and Evolution

0 Project Leaders

M Lars Hernquist, Harvard
and John Dubinski, U Toronto

B Stuart Johnson and Bob
Leary, SDSC SAC Program

O Firstimages from Blue
Horizon Simulation
B 24M particles =

10M stars + 2M dark
matter halo in each galaxy

» Working on 120M particle
run

® Runonall 1,152 processors during acceptance

“Due to SAC efforts, our simulations run two to three times faster,
we can ask more precise questions and get better answers” ...Hernquist
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